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Abstract - In this paper we describe the system for real-time
machine vision recognition of chess table and figures. Input
data are two synchronized video sequences from a top-view
and side-view camera showing the game of chess between
two players. The top-view is used mainly for determining
the positions of the figures on the table while side-view
enables correct recognition of figures in cases where they
are not occluded by another figurein front of them. Even in
cases where that happens the top-view helps to track the
occluded figures along the table. No prior knowledge of the
chessrulesis used, so there are no assumptions on how and
where particular figures are allowed to move. OpenCV
algorithm implementations are used for most of the
preprocessing and analysis, including the identification of
the chess table and classification of figures with SVM
classifier.

figure recognition and side-view camera has probtém
perspective distortion and overlapping figures. Huat
reason we used the top-view camera for figure tietec
and side-view camera for figure recognition.

In next section we describe implementation of the
chess vision system. We extract static picturesdbfine
each chess move. For each chess move we detecrsiar
end positions on the board and recognize the figure
involved in the move.

l. INTRODUCTION

Reconstruction of the game of chess from a video
sequence is complex task that requires applicatibn
various algorithms and methods from the field othiae
vision and machine learning. In this article wealide the
ChessVision system that implements all phases defede
tracking the progress of the chess game: extradtisg
static pictures of individual moves from the video
sequence, locating the board and individual fields,
segmentation of figures present on the board and
identifying their exact location and type.

In previous studies [1][2] initial configuration dfie
figures on the chess board was known and the cavasa
mounted on top-view of the stationary chess badi@hy

Figure 1. Different boards on which we tested the ChessVision

system. The (a) and (b) are examples where thesEgare of the
same material as the board. That makes the segtioenof
individual figures harder so we used board thatgaificantly

computer vision systems for Chinese chess [3][4jeha
also been successfully made. Development of relsear
and algorithms in computer vision field made chés®n
problem even more intriguing to the research conityun
[5] for constructing autonomic chess playing robdmised I.
on computer vision [6][7].

different from the figures.

DESCRIPTION OF THE IMPLEMENTATION

Systems for chess recognition is developed in C++
In contrast to Chinese chess where figures arelynainprogramming language with extend usage of OpenCV
two dimensional objects we have constructed chisgsnv  libraries. Architecture of system consists of giaph
system for normal chess figures used by World Chesgser interface and components specialized for sglvi
Federation, although not with standard board. Weeha subproblems in chess recognition: Extraction oficsta
adapted the board to have distinct green and redres, picture, Detection of board and fields, Figure
and have used two synchronized cameras placedpin tosegmentation, Detection of figure positions anduFég
view and side-view of the stationary chess boardr O recognition. Everything begins with creating video
system does not imply any rules of chess figure @80V gequences of some chess game and preprocessing them
Initial configuration of figures on chess boardalso not | component “Extraction of static pictures’. Rés
known. Furthermore, top-view camera cannot be fzed are represented in sequence of static images Bprard



side camera that represents static moments between Initial video frame is stored as a reference frame.
movements in game. “Detection of board and fields'Reference frame is then compared with next frame in
component use images with empty chess board from tesequence. If rated difference is above specifiedicst
and side camera to determine the positions of itddsf threshold, it is assumed that movement is currently
on the images. The result is the coordinates d¢ddien  present at connected video stream. Reference fiame
top and side image. This is important becauseoiges deleted and the next frame is set as a new referenc
information for figure segmentation and figure piosi.  frame. Process continues until rated differenceveen
Purpose of “Figure segmentation” is to use pairsidé reference frame and next in sequence drops belatic st
images from previous and current static movemedttan threshold (assumingly, due to lack of movementramtf
prepare extracted segment of picture for recognmitio of the camera). Processing advances to the nextefra
“Figure segmentation” component uses the knowlexfge but old reference frame is now kept. While rated
“Detection of board and fields” and “Detection ajdre  difference between reference frame, and newest in
positions”. “Detection of figure positions” comparte sequence is below specified static threshold, eference
uses the static images from top camera and knowleflg frame is kept. When specified number of frames Hwit
chess fields on image to determine if the fieldngpty or  rated difference in relation to the reference framéow
occupied with figure. In the end, “Figure recogmiti  static threshold) is processed, static conditiodeslared
component uses segmented image parts to recagpee on that camera channel. Event which indicates cstati
and color of the figure. board condition is raised, and an image from thediei

of the frame interval between reference frame anderst
processed frame (one which triggered static camitis
delivered to other components subscribed to recstatic
condition indication events.

H
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EXTRACTION OF
STATIC PICTURES

Static condition is signaled only once. Reference
frame is replaced as soon as new movement occurs.

i S o T Described algorithm ensures that a slow movememit ca
| be mistaken for a static board condition. Howevien
DETECTION OF . .
ccce _’_, FIGURE POSITIONS player holds his hand very still over the chessthoar
—|—> B O s obscuring the camera view, false static conditian and
will be triggered. This problem is possible buteraf
Figure 2. The overview of the implementation. normal game play is maintained.

Possible system upgrade could include hand color
. o detection, but hand color can be similar to coldér o
A. Extractions of static pictures figures, so only large enough connected components
Figure detection and classification componentshould be detected as a human hand. Another upgrade
cannot operate on images where player hand obscuresuld be implemented using board detection itsifh(
figures or board fields. While player hand movesrahe every board field and line), constantly running, to
board, it is considered that valid figure move hasbeen indicate hand over the chessboard, when therdaiguae
completed yet. Static image extraction componeteéale detecting some of the board elements). This apprasac
any movement over the chessboard, waits for thgery computational complex, and needs to be tested,
movement to complete, then raises event whichiestif capable to run in real time. Most simple possildgrade
other components about static board situation. is adaptive static threshold computation (to conspém

Static board situation is detected by comparing{Or the lighting changes).

neighboring or nearby video frames. When frame Most important component parameters are static
difference is below specified threshold, for a st  detection threshold T and number of static frames
number of frames, it is considered that static iengs required to declare a static board condition N.iQak

been detected. parameters need to be determined for both camera

Component can operate on two Channelschannels. For the purpose of testing, only one rolais

simultaneously (top and side view camera), raiparsde used. Supplied video resolution is 640x484 pixeld a

events for each channel, or both channels simwtzstg gﬁgzs rpi]%rvztzcovr\}ghEgttlrlee;geg Ssesg::dcse Z%Tf"msgween
(when static image is detected on both). ' y

moves.
Image difference is rated by subtracting pixel ealu
across entire images, or by limiting subtraction ao
specified region of interest (exact chessboardtiogan
the video stream). Limiting image difference ratioga
region of interest eliminates part of camera noigeich
decreases problems with false detections. Imagedea
preprocessed to suppress noise (Gaussian blur).

First test is displayed at Figure 3. Chess figure
movement successful detection rate is observed when
varying number of required static consecutive frame
needed to declare a static board condition N. Stati
detection threshold T is set fixed to 4R%1CStatic
detection threshold T is a unitless value, asptesents
total difference between all RGB pixel values ofotw



compared frames. In this non-normalized form, nunibe 100% success rate on Figure 4. would become narrowe
dependent on video resolution and needs to band finding right parameter would be more difficult

recalculated if video resolution changes. It is shown that this simple algorithm can effeetiv

detect chess moves, in non extreme conditions (with
constant lighting).
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B. Board detection

Before any further processing, it is necessarptate
the board, and the coordinates of individual sgaianéith
the restriction that the board will not move, isigficient
to perform detection only once at the beginningeAthe
board is detected, the functionality to determinaich
pixel belongs to particular square is provided. ISuc
s o > functionality is needed in further steps of progegsind
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Figure 3. Chess figure movement detection success rate, when . . .
varying number of required static consecutive fraeusing To avoid the influence of chess pieces on the board

fixed static frame threshold (T = 4%)0 detection, the restriction that the board must foptg at
the beginning is introduced. Before the procesbazird
detection, the image preparation and preprocesi&ng
needed. As the squares are red and green (a dorgras
colors), the first step is to extract the red clenideally,
the red squares would have maximum value while the
Second test is displayed at Figure 4. Chess figurgreen squares would have minimum value of lightness
movement successful detection rate is observed whéntensity. Because of influence of the noise, shatt the
varying static frame threshold T. Number of stittones case, and to obtain the binary image the adaptive
required to declare a static board condition Neisfixed  threshold is used. For the purpose of robustndss, t
to 8. adaptive threshold parameters (window size and a
subtraction constant) are determined iterativelytres
runtime. After obtaining the binary image, the lwbar
detection is performed.

It is determined that the optimal number of reciire
static consecutive frames N is 8.

® Ideal choice |

% s0f The following approaches are considered and tested:

:; » Connected components - rejected due a lower

3 gl | percentage of success; the problem of determining

£ w0 borders and mapping of the squares.

3 " « Hough transform - rejected because the method

g 5 is unsuitable due to image distortion (lines ar¢ no

® straight); extremely sensitive to noise, the problef

ol . - oA grouping lines.
Statc threshoid x10° * OpenCV embedded function - the chosen

Figure 4. Chess figure movement detection success rate, when method, with certain modifications; validation and
varying static frame threshold T, using fixed numblrequired extrapolation.

static consecutive frames (N = 8). ] ]
For detection of internal corners of the chessbdtaed

OpenCV built-in function cvFindChessboardCorners is

used. The function was originally intended for lsedting

the camera, but due to its specific purpose it ban
Although optimal component parameters areapplied to a given problem.

determined as above, by observing Figures 3. ant 4.

can be seen that both parameters can be set waddor

range of values and still achieve 100% accuracy.

It is determined that the optimal static frame sined
value T is about 4.5x£0

Although the function uses an adaptive threshold,
which itself also adjusts the parameters, it twoasthat
function itself gives very poor results over thegoral

If the players played chess even faster than 2nslsco image. Therefore, the function uses already prepare
between moves, or if video frame rate dropped bédow binary images.

. : 0
TsrjgzzsprZ:eS(?rfogighrgrg?r:/vosjgnl;eer::torglespri?r/:ggv&:,ogr? As the function only finds the inner corners, it is
finding right parameter would be more difficult. If hecessary to extrapolate those on the border.

. : : . Extrapolation of external corners is done by reitec of
camera noise would increase, graph segment disigayi : 4
grap 9 Yihe second layer over the first layer of the ino@mers.



Higher order extrapolation is possible but it givesrse adjusting of rectangle side lengths. As long asetlie a
results due to errors in the corners positions. single outer white pixel near some of the rectarsitke
the rectangle is expanding. On the other handorag &s
there aren’t any white inner pixels near some @& th
rectangle side the rectangle is contracting. Tlseltiag
rectangle is shown on (g).

It's not uncommon that the function returns a det o
corners as a complete and correct, but it's agtuall
deformed and incorrect. It is therefore necessary t
validate the returned set of corners. Validatioddse in
a way to traverse through the points (corners) avhil  Next step is to find whether the rectangle contains
trying to locate a new point on the current lifehe new some figure or is empty. This can be easily done by
point deviates more than a given threshold from theubtracting image of the current position and imafe
current line, the point is declared as the begimroha empty chess board within area defined by the regtgaif
new line. After traversing all the points, the nientof the energy of the subtracted part of picture igdathan
lines is checked to be within the given limits. Thesome threshold, we assume that at current poimheso
parameters of the current line are obtained asb#w figure is placed on area defined by the rectarigéet of
approximation of a set of points by a line. Thrddhis  current state image bounded by the rectangle id ase
expressed as the relative measure compared to thassifier input and has to be classified. If tmergy of
average length of a line segment that is given tatia of  subtracted image is lower than threshold, the raifn
a line length and the number of corresponding goint interest (part of image within the rectangle) issidered

empty and no classification is needed since we kinat
the field is empty.

Previous step shows how to deal with only one
change between two moves in a game. But, in acpiéati
move, there are always two changes on the boao# sin
figure that has been moved by a current playeritsas
start and end position, hence the change appeargoin
places. In order to find the next region of ingtr@art of
image within the new rectangle), one should repeat
previous procedure. Without any modifications, that
would be useless, hence the same region of intexasdtl
Figure 5. The correct set of corners. be found. So, prior to repeating the procedurepiiéls
within the first region of interest should be setzero,

. thus, they will represent an area with zero whibels
C. Feature extraction and repeating the procedure new region of intevéksbe

In order to determine the change on the board aftgbund. This region represents the other area wtteaage
one players move, two adjacent images (ones thgccurs.

determine this particular move) are subtracted. For
example, on Figure 6. we can see that subtractfon ¢
previous and current state image, (a) and (b) giesslt

image (c) that is further converted in the graysdadage.
Simple RGB to grayscale conversion results in lgdyan
be seen that the red part of subtracted image iee mo : :
(@) (b) (©

prominent than the green one. Therefore, the RGE
subtraction image is transformed into HSV (hue,
saturation, value) space that is color-invariard dre V-

channel (e) is used for further processing. Negp st

image binarization in order to eliminate noise and
shadow. Later steps showed that the higher thresisol @ )
better, despite the fact that some figure pixelkbei lost.

Figure 6. The segmentation process.

In order to extract figure that had been moved, we
should find minimal perimeter rectangle that comsdiey Problem of this approach is the situation whenrégu
figure. The idea is to search the result binarygengf)  are overlapping. In this situation, the algorithnould
pixel by pixel in order to determine coordinates offind only one region of interest which would comsié
rectangle that contains the most of white pixelse T real two regions of interest. So, it is impossiltite
search is performed with pre-defined rectanglessated ~ determine which field is empty -start position airent
search-step, i.e. the length of the rectangle sffiér one player’s figure and which field is its end positidfor this
iteration. Using lower values of shift will resaitt more  purpose upper camera was used because from itgoposi
accurate, but slower search. After complete seatah, it is easy to determine which fields are empty anich
coordinates are found and the most of figure pigedsin  are not.
rectangle defined with those coordinates (uppet lef
corner) and its predefined side lengths. Next step



D. Detection of figure position

One of problems that must be solved in order tatere
chess recognition system is to determine figuretipos
on chess board. Viewpoint of top camera gives goed
on figure positions on chess board because overap
figures is not possible. First image from top caaner
transformed to gray scale color scheme and thecepso
of detecting figures is conducted for each fieldchéss

board where the energy of field is compared with

empirical defined threshold. If energy of fieldléss than
threshold then field is empty and in other casesit
occupied with figure. Energy of field is calculdtbased
on sum of pixel values that belong to field. Vatfeixel
is defined on domain from O to 255. Where 0 reprisse
black and 255 white color. Component is using testl
board detection component that consists of cootenaf
chess board fields. Based on coordinates of field i
possible to connect field in picture with field ga@n on
board, so as result of detection of figure posgidhe
matrix is produced. Matrix dimensions are as dirers
of chess board (8x8) and each element definesieht f
with value 1 if field is occupied with figure andifOit is
not. During implementation we used test set ofypeg
from top camera to define best threshold. Threstsotebt
uniquely defined and it depends on real environnagk
illumination of chess board.

E. Figurerecognition

As there are six different figure types and twoocs)
the segmented figures are classified into one afig¢thct
classes. To obtain images suitable for training used
move sequences that have only one of the figurethen
board. The preparation of move sequences was maaual
we could obtain relatively low number of trainingages
for each class. For that reason we decided to uppdst
Vector Machine (SVM) classifier [9][16] that shogsod
results even with the low number of training saraplo].

We used implementation provided with the OpenCV

library.

The quality of the classification was tested on 96
image samples obtained by the segmentation proces

Feature vector for each sample is obtained by atinge
each image to grayscale representation, scaliog3i?x32

pixels and then putting each row side-by-side. No

additional feature extraction was performed. Tisulteng
1024 elements vectors with values ranging from Q56
were used as an input to SVM classifier.

The Gaussian radial base function was used asalker
for transforming the samples

K(x;, x;) = exp (—y”xi - x]-||2), y>0

wherey determines the width of the radial function.

FE

44

Figure 7. Image samples obtained by our segmentation mettadd t
we used for training the SVM classifier. There eight samples for
each of 12 classes.

di(WTxl' +b) >1- f za i = 1,2,...

whereé is the penalty for classification into a wrong
class. The optimal weight coefficients minimize the
criterion function

1
J(w) =EWTW+ C Zfi

where the C parameter determines the penalty fir ea
sample classified into a wrong class. Penalty usiaf for
avoiding the over fitting of the classifier on thaining
samples.

To find optimal values for the parametegrand C, the
initial set was divided into 60 samples for tragiand 36
samples for testing (ratio of 5/3 for every clagsyure 8.
shows thay parameter with value from 0.1 to 10 performs
equally well regardless of the penalty C, but thaén
better results could be achieved by usjngf 0.01 and
penalty C appropriately high.

SVM classification when using different algorithm parameters
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Figure 8. Number of succesfully classified samples in depeod®n
the parametergsand C.

The optimal parameterg € 0.01 and C = 100) were

Large values of gamma correspond to narrow radigkested with varying ratio of training/testing saewl

functions that too specific and usually result arge
number of false negative classifications. In coriguoer,
small values correspond to wide radial functioret tre
not specific enough, and so produce large numbéalsé
positives. The weight coefficients w and offsethmdd
satisfy constraints

Figure 9. shows that good results are achieved weithn
the relatively low number of training samples. The
fluctuations for ratios 6/8 and 7/8 are due to tbe
number of testing samples.
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Figure 9. Percentage of succesfully classified samples v
usina different umber of trainina sample

F. Graphical interface

Figure 10. showgraphical user interface of che
vision project. It consistef virtual view of chess boai
with figures that represents state of chess boarkal
world. In bottom right corner is box that repres
abstract view of chess board. Each element in
represents one fields of real chess board. 0 mteat
field is empty and 1 means that field is occupied !
figure. The information i®btained from th ,Detection
of figure positions" componenin top right corner arthe
button for next move and label that shows numbe
played movements since beginnirfgchess matc

Figure 10.Graphical user inaterface for the ChessVision sy:

I1l.  TESTING AND ANALYSIS

To test the efficiency of the system we perforr
analysis on the video sequence of 63 m« Majority of
the moves do not correspondtle legal che: moves, so
there are situations where multiple figures ap or
disappear from the boardh the following chapters w
describe in detail some of the typical situationd give
approximate statistics of success.

A. Exampletest cases

The Figure 11. showseveral examples of how tl
board state changes between the moves. Figurend
(b) show a move where white bishop from the fielsl

moves to the field C7. Although it ni covers the black

gueen on the field G&he result on the figure (c) sho
thatthe system correctly identifies the situation beeait

is apparent from the top camera that queen did not
change the position, so it is safe to assume tieatjtieer
is in the same position as the move be

Figure 11.Two examples of chess mo. Images (a) and (d) show
the states before the move, (b) and (e) after ineprand (c) an
(d) states after the move as recognized by thersy

Figures (d) and (c) show a different sequence
moves where several figures change position. kdhse
the system correctly identifies tidisappearance of black
king on the field G1, black bishop on field D4 antite
rook on the field Al, but it fes to detect the swap of
black bishop on the field G7 with the black pawntbe
field G6 and the white pawn on the field G7. Indteid
identifies them as two black bishops. The reasothas
the occupancy of the field G7 didn't change (itstsl
occuped but with a different figure) anbecause of the
overlap ofthe two figures thesegmentation subsystem
incorrectly classified front black pawn as a blatkhop

B. Analysis of achieved accuracy

Table I. shows the success rate of various partea
chess reconstruction process as obtained from ekt
video sequenceAs expected, rather high success rate
be achieved when there is no significant overlapvben
the figures as viewed fromehside camera. The same
valid for the process of segmentation and recagmitOn
the other hand, because of the use of top view ame
achieved perfect results when detecting the ocaypah
a particular field.

TABLE I. SUCCESFULLY IDENTIFIED EVENTS

42144 =95.5%
53/63=84.1%
58/63=92.1%
57 /63 =90.5%
63 /63 =100%

Move reconstruction (no orlap)
Move reconstruction

Figure segmentation

Figure classification

Field occupation detection

IV. CONLUSION

The goal of this paper was to describe implemeont:
of a system that is able to reconstruct a chessllsiate
based solely on video sequences obtained from
cameras. We have used standard chess figures



adopted chess board (red and green squares). Whdé¥
system was written in C++ and OpenCV library wasdus
System is divided into few modules that communicate
with each other over a controller module. Ext@ttdf (4]
static pictures delivers picture that identify eddure
move. For each move we detect positions on thedboar
from top-view camera and extract figures bounding b
from side-view camera. Recognition is made by usingf]
kernel SVM classifier. Our chess vision system is a
memory state system which updated chess statedamly
new moves. Therefore if new moves cover old figlres 6]
side-view camera memory is used for chess stat[e
reconstruction. But if a new move is covered willl o
figures chess state reconstruction from side-viameara

is not possible. Top view camera is only used fgedtion  [7]
of moves in a chess game. Chess vision system showe
solid performance on our limited number of video

seqguences.
q [8]
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